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CHAPTER 1

Installation

This section contains instructions to install Salt. If you are setting up your environment for the first time, you should
install a Salt master on a dedicated management server or VM, and then install a Salt minion on each system that you
want to manage using Salt. For now you don't need to worry about your architecture, you can easily add components
and modify your configuration later without needing to reinstall anything.

The general installation process is as follows:

1. Install a Salt master using the instructions for your platform or by running the Salt bootstrap script. If you use
the bootstrap script, be sure to include the =M option to install the Salt master.

2. Make sure that your Salt minions can find the Salt master.
3. Install the Salt minion on each system that you want to manage.
4. Accept the Salt minion keys after the Salt minion connects.

After this, you should be able to run a simple command and receive returns from all connected Salt minions.

’salt 'x' test.ping

1.1 Quick Install

On most distributions, you can set up a Salt Minion with the Salt bootstrap.

1.2 Platform-specific Installation Instructions
These guides go into detail how to install Salt on a given platform.

1.2.1 Arch Linux

Installation

Salt (stable) is currently available via the Arch Linux Official repositories. There are currently -git packages available
in the Arch User repositories (AUR) as well.
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Stable Release

Install Salt stable releases from the Arch Linux Official repositories as follows:

’pacman -S salt-zmq

To install Salt stable releases using the RAET protocol, use the following:

’pacman -S salt-raet

Note: transports

Unlike other linux distributions, please be aware that Arch Linux's package manager pacman defaults to RAET as
the Salt transport. If you want to use ZeroMQ instead, make sure to enter the associated number for the salt-zmq
repository when prompted.

Tracking develop

To install the bleeding edge version of Salt (may include bugs!), use the -git package. Installing the -git package as
follows:

wget https://aur.archlinux.org/packages/sa/salt-git/salt-git.tar.gz
tar xf salt-git.tar.gz

cd salt-git/

makepkg -is

Note: yaourt
If a tool such as Yaourt is used, the dependencies will be gathered and built automatically.

The command to install salt using the yaourt tool is:

yaourt salt-git

Post-installation tasks

systemd

Activate the Salt Master and/or Minion via systemct as follows:

systemctl enable salt-master.service
systemctl enable salt-minion.service

Start the Master

Once you've completed all of these steps you're ready to start your Salt Master. You should be able to start your Salt
Master now using the command seen here:

systemctl start salt-master

Now go to the Configuring Salt page.
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1.2.2 Debian GNU/Linux / Raspbian

Debian GNU/Linux distribution and some derivatives such as Raspbian already have included Salt packages to their
repositories. However, current stable release codenamed " "Jessie" contains old outdated Salt release. It is recom-
mended to use SaltStack repository for Debian as described below.

Installation from official Debian and Raspbian repositories is described here.
Installation from the Official SaltStack Repository

Packages for Debian 8 (Jessie) and Debian 7 (Wheezy) are available in the Official SaltStack repository.

Instructions are at https://repo.saltstack.com/#debian.

Note: Regular security support for Debian 7 ended on April 25th 2016. As a result, 2016.3.1 and 2015.8.10 will be
the last Salt releases for which Debian 7 packages are created.

Installation from the Debian / Raspbian Official Repository
Stretch (Testing) and Sid (Unstable) distributions are already contain mostly up-to-date Salt packages built by Debian
Salt Team. You can install Salt components directly from Debian.

On Jessie (Stable) there is an option to install Salt minion from Stretch with python-tornado dependency from jessie-
backports repositories.

To install fresh release of Salt minion on Jessie:
1. Add jessie-backports and stretch repositories:

Debian:

echo 'deb http://httpredir.debian.org/debian jessie-backports main' >> /etc/apt/
—sources. list
echo 'deb http://httpredir.debian.org/debian stretch main' >> /etc/apt/sources.list

Raspbian:

echo 'deb http://archive.raspbian.org/raspbian/ stretch main' >> /etc/apt/sources.

2. Make Jessie a default release:

echo 'APT::Default-Release "jessie";' > /Jetc/apt/apt.conf.d/10apt

3. Install Salt dependencies:
Debian:

apt-get update
apt-get install python-zmq python-tornado/jessie-backports salt-common/stretch

Raspbian:

apt-get update
apt-get install python-zmq python-tornado/stretch salt-common/stretch

1.2. Platform-specific Installation Instructions 3
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4. Install Salt minion package from Stretch:

apt-get install salt-minion/stretch

Install Packages
Install the Salt master, minion or other packages from the repository with the apt-get command. These examples
each install one of Salt components, but more than one package name may be given at a time:

. apt-get install salt-api

. apt-get install salt-cloud

. apt-get install salt-master

. apt-get install salt-minion

. apt-get install salt-ssh

. apt-get dinstall salt-syndic

Post-installation tasks

Now, go to the Configuring Salt page.

1.2.3 Fedora

Beginning with version 0.9.4, Salt has been available in the primary Fedora repositories and EPEL. It is installable
using yum or dnf, depending on your version of Fedora.

Note: Released versions of Salt starting with 2015 .5. 2 through 2016. 3. 2 do not have Fedora packages available
though EPEL. To install a version of Salt within this release array, please use SaltStack's Bootstrap Script and use the
git method of installing Salt using the version's associated release tag.

Release 2016. 3. 3 and onward will have packaged versions available via EPEL.

WARNING: Fedora 19 comes with systemd 204. Systemd has known bugs fixed in later revisions that prevent the
salt-master from starting reliably or opening the network connections that it needs to. It's not likely that a salt-
master will start or run reliably on any distribution that uses systemd version 204 or earlier. Running salt-minions

should be OK.

Installation

Salt can be installed using yum and is available in the standard Fedora repositories.

Stable Release

Salt is packaged separately for the minion and the master. It is necessary only to install the appropriate package for
the role the machine will play. Typically, there will be one master and multiple minions.

yum install salt-master
yum install salt-minion

4 Chapter 1. Installation
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Installing from updates-testing

When a new Salt release is packaged, it is first admitted into the updates—-testing repository, before being
moved to the stable repo.

To install from updates-testing, use the enablerepo argument for yum:

yum --enablerepo=updates-testing install salt-master
yum -—-enablerepo=updates-testing install salt-minion

Installation Using pip

Since Salt is on PyP], it can be installed using pip, though most users prefer to install using a package manager.
Installing from pip has a few additional requirements:

« Install the group "Development Tools', dnf groupinstall 'Development Tools'

« Install the "zeromq-devel' package if it fails on linking against that afterwards as well.

A pip install does not make the init scripts or the /etc/salt directory, and you will need to provide your own systemd
service unit.

Installation from pip:

pip install salt

Warning: If installing from pip (or from source using setup.py install), be advised that the yum-utils
package is needed for Salt to manage packages. Also, if the Python dependencies are not already installed, then
you will need additional libraries/tools installed to build some of them. More information on this can be found
here.

Post-installation tasks

Master

To have the Master start automatically at boot time:

’systemctl enable salt-master.service

To start the Master:

’systemctl start salt-master.service

Minion

To have the Minion start automatically at boot time:

’systemctl enable salt-minion.service

To start the Minion:

’systemctl start salt-minion.service

Now go to the Configuring Salt page.
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1.2.4 FreeBSD

Installation

Salt is available in binary package form from both the FreeBSD pkgng repository or directly from SaltStack. The
instructions below outline installation via both methods:

FreeBSD repo

The FreeBSD pkgng repository is preconfigured on systems 10.x and above. No configuration is needed to pull from
these repositories.

pkg install py27-salt

These packages are usually available within a few days of upstream release.

SaltStack repo

SaltStack also hosts internal binary builds of the Salt package, available from https://repo.saltstack.com/freebsd/. To
make use of this repository, add the following file to your system:

/usr/local/etc/pkg/repos/saltstack.conf:

saltstack: {
url: "https://repo.saltstack.com/freebsd/${ABI}/",
enabled: yes

}

You should now be able to install Salt from this new repository:

pkg install py27-salt

These packages are usually available earlier than upstream FreeBSD. Also available are release candidates and de-
velopment releases. Use these pre-release packages with caution.

Post-installation tasks

Master

Copy the sample configuration file:

’cp Jusr/local/etc/salt/master.sample /usr/local/etc/salt/master

rc.conf

Activate the Salt Master in /etc/rc.conf:

’ sysrc salt_master_enable="YES"

Start the Master

Start the Salt Master as follows:

’service salt_master start
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Minion

Copy the sample configuration file:

’cp Jusr/local/etc/salt/minion.sample /usr/local/etc/salt/minion

rc.conf

Activate the Salt Minion in /etc/rc.conf:

’ sysrc salt_minion_enable="YES"

Start the Minion

Start the Salt Minion as follows:

’service salt_minion start

Now go to the Configuring Salt page.

1.2.5 Gentoo

Salt can be easily installed on Gentoo via Portage:

emerge app-admin/salt

Post-installation tasks

Now go to the Configuring Salt page.

1.2.6 OpenBSD

Salt was added to the OpenBSD ports tree on Aug 10th 2013. It has been tested on OpenBSD 5.5 onwards.

Salt is dependent on the following additional ports. These will be installed as dependencies of the sysutils/salt
port:

devel/py-futures
devel/py-progressbar
net/py-msgpack
net/py-zmq
security/py-crypto
security/py-M2Crypto
textproc/py-MarkupSafe
textproc/py-yaml
www/py-jinja2
www/py-requests

www /py-tornado

Installation

To install Salt from the OpenBSD pkg repo, use the command:

1.2. Platform-specific Installation Instructions 7
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pkg_add salt

Post-installation tasks

Master

To have the Master start automatically at boot time:

’rcctl enable salt_master

To start the Master:

’rcctl start salt_master

Minion

To have the Minion start automatically at boot time:

’rcctl enable salt_minion

To start the Minion:

’rcctl start salt_minion

Now go to the Configuring Salt page.

1.2.7 OS X

Installation from the Official SaltStack Repository

Latest stable build from the selected branch:
The output of md5 <salt pkg> should match the contents of the corresponding md5 file.
Earlier builds from supported branches

Archived builds from unsupported branches

Installation from Homebrew

brew install saltstack

It should be noted that Homebrew explicitly discourages the use of sudo:

Homebrew is designed to work without using sudo. You can decide to use it but we strongly recommend
not to do so. If you have used sudo and run into a bug then it is likely to be the cause. Please don’t file
a bug report unless you can reproduce it after reinstalling Homebrew from scratch without using sudo

Installation from MacPorts

sudo port 1install salt
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Installation from Pip

When only using the OS X system's pip, install this way:

sudo pip install salt

Salt-Master Customizations

Note: Salt master on OS X is not tested or supported by SaltStack. See SaltStack Platform Support for more infor-
mation.

To run salt-master on OS X, sudo add this configuration option to the /etc/salt/master file:

’ max_open_files: 8192

On versions previous to OS X 10.10 (Yosemite), increase the root user maxfiles limit:

’sudo launchctl limit maxfiles 4096 8192

Note: On OS X 10.10 (Yosemite) and higher, maxfiles should not be adjusted. The default limits are sufficient in all
but the most extreme scenarios. Overriding these values with the setting below will cause system instability!

Now the salt-master should run without errors:

sudo salt-master --log-level=all

Post-installation tasks

Now go to the Configuring Salt page.

1.2.8 RHEL / CentOS / Scientific Linux / Amazon Linux / Oracle Linux

Salt should work properly with all mainstream derivatives of Red Hat Enterprise Linux, including CentOS, Scientific
Linux, Oracle Linux, and Amazon Linux. Report any bugs or issues on the issue tracker.

Installation from the Official SaltStack Repository

Packages for Redhat, CentOS, and Amazon Linux are available in the SaltStack Repository.
« Red Hat / CentOS

« Amazon Linux

Note: As of 2015.8.0, EPEL repository is no longer required for installing on RHEL systems. SaltStack repository
provides all needed dependencies.

1.2. Platform-specific Installation Instructions 9
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Warning: If installing on Red Hat Enterprise Linux 7 with disabled (not subscribed on) "RHEL Server Releases'
or 'RHEL Server Optional Channel' repositories, append CentOS 7 GPG key URL to SaltStack yum repository
configuration to install required base packages:

[saltstack-repo]
name=SaltStack repo for Red Hat Enterprise Linux S$releasever

baseurl=https://repo.saltstack.com/yum/redhat/$releasever/$bhasearch/latest
enabled=1

gpgcheck=1
gpgkey=https://repo.saltstack.com/yum/redhat/$releasever/Sbasearch/latest/SALTSTACK-
—GPG-KEY . pub

https://repo.saltstack.com/yum/redhat/$releasever/$bhasearch/latest/base/RPM-
—~GPG-KEY-Cent0S-7

Note: systemd and systemd-python are required by Salt, but are not installed by the Red Hat 7 @base
installation or by the Salt installation. These dependencies might need to be installed before Salt.

Installation from the Community-Maintained Repository

Beginning with version 0.9.4, Salt has been available in EPEL. For RHEL/CentOS 5, Fedora COPR is a single commu-
nity repository that provides Salt packages due to the removal from EPELS5.

Note: Packages in these repositories are built by community, and it can take a little while until the latest stable
SaltStack release become available.

RHEL/CentOS 6 and 7, Scientific Linux, etc.

Warning: Salt 2015.8 is currently not available in EPEL due to unsatisfied dependencies: python-crypto
2.6.1 or higher, and python-tornado version 4.2.1 or higher. These packages are not currently available in
EPEL for Red Hat Enterprise Linux 6 and 7.

Enabling EPEL

If the EPEL repository is not installed on your system, you can download the RPM for RHEL/CentOS 6 or for
RHEL/CentOS 7 and install it using the following command:

rpm -Uvh epel-release-X-Y.rpm

Replace epel-release-X-Y.rpm with the appropriate filename.

Installing Stable Release

Salt is packaged separately for the minion and the master. It is necessary to install only the appropriate package for
the role the machine will play. Typically, there will be one master and multiple minions.

« yum install salt-master

10 Chapter 1. Installation
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« yum install salt-minion
« yum 1install salt-ssh
- yum install salt-syndic

« yum 1install salt-cloud

Installing from epel-testing

When a new Salt release is packaged, it is first admitted into the epel-testing repository, before being moved
to the stable EPEL repository.

To install from epel-testing, use the enablerepo argument for yum:

yum -—-enablerepo=epel-testing install salt-minion

Installation Using pip
Since Salt is on PyP]I, it can be installed using pip, though most users prefer to install using RPM packages (which
can be installed from EPEL).
Installing from pip has a few additional requirements:
« Install the group ‘Development Tools', yum groupinstall 'Development Tools'
« Install the "zeromq-devel' package if it fails on linking against that afterwards as well.

A pip install does not make the init scripts or the /etc/salt directory, and you will need to provide your own systemd
service unit.

Installation from pip:

pip install salt

Warning: If installing from pip (or from source using setup.py install), be advised that the yum-utils
package is needed for Salt to manage packages. Also, if the Python dependencies are not already installed, then
you will need additional libraries/tools installed to build some of them. More information on this can be found
here.

ZeroMQ 4

We recommend using ZeroMQ 4 where available. SaltStack provides ZeroMQ 4.0.5 and pyzmgq 14.5.0 in the SaltStack
Repository as well as a separate zeromq4 COPR repository.

If this repository is added before Salt is installed, then installing either salt-master or salt-minion will
automatically pull in ZeroMQ 4.0.5, and additional steps to upgrade ZeroMQ and pyzmgq are unnecessary.

Warning: RHEL/CentOS 5 Users Using COPR repos on RHEL/CentOS 5 requires that the python—hashlib
package be installed. Not having it present will result in checksum errors because YUM will not be able to process
the SHA256 checksums used by COPR.
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Note: For RHEL/CentOS 5 installations, if using the SaltStack repo or Fedora COPR to install Salt (as described
above), then it is not necessary to enable the zeromq4 COPR, because those repositories already include ZeroMQ 4.

Package Management

Salt's interface to yum makes heavy use of the repoquery utility, from the yum-utils package. This package will
be installed as a dependency if salt is installed via EPEL. However, if salt has been installed using pip, or a host is
being managed using salt-ssh, then as of version 2014.7.0 yum-utils will be installed automatically to satisfy this

dependency.
Post-installation tasks
Master

To have the Master start automatically at boot time:

RHEL/CentOS 5 and 6

’chkconﬁ'g salt-master on

RHEL/CentOS 7

’systemctl enable salt-master.service

To start the Master:
RHEL/CentOS 5 and 6

’service salt-master start

RHEL/CentOS 7

’systemctl start salt-master.service

Minion

To have the Minion start automatically at boot time:

RHEL/CentOS 5 and 6

’Chkconf'ig salt-minion on

RHEL/CentOS 7

’systemctl enable salt-minion.service

To start the Minion:

RHEL/CentOS 5 and 6

’service salt-minion start

RHEL/CentOS 7
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systemctl start salt-minion.service

Now go to the Configuring Salt page.

1.2.9 Solaris

Salt was added to the OpenCSW package repository in September of 2012 by Romeo Theriault <romeot@hawaii.edu>
at version 0.10.2 of Salt. It has mainly been tested on Solaris 10 (sparc), though it is built for and has been tested
minimally on Solaris 10 (x86), Solaris 9 (sparc/x86) and 11 (sparc/x86). (Please let me know if you're using it on these
platforms!) Most of the testing has also just focused on the minion, though it has verified that the master starts up
successfully on Solaris 10.

Comments and patches for better support on these platforms is very welcome.

As of version 0.10.4, Solaris is well supported under salt, with all of the following working well:
1. remote execution
2. grain detection

service control with SMF

‘pkg' states with “pkgadd' and “pkgutil' modules

cron modules/states

user and group modules/states

N gk »

shadow password management modules/states

Salt is dependent on the following additional packages. These will automatically be installed as dependencies of the
py_salt package:

« py_yaml

* py_pyzmq

« py_jinja2

« py_msgpack_python
* py_m2crypto

* py_crypto
+ python

Installation

To install Salt from the OpenCSW package repository you first need to install pkgutil assuming you don't already
have it installed:

On Solaris 10:

pkgadd -d http://get.opencsw.org/now

On Solaris 9:

wget http://mirror.opencsw.org/opencsw/pkgutil.pkg
pkgadd -d pkgutil.pkg all
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Once pkgutil is installed you'll need to edit it's config file /etc/opt/csw/pkgutil.conf to point it at the
unstable catalog:

- #mirror=http://mirror.opencsw.org/opencsw/testing
+ mirror=http://mirror.opencsw.org/opencsw/unstable

OK, time to install salt.

# Update the catalog

root> /opt/csw/bin/pkgutil -U

# Install salt

root> /opt/csw/bin/pkgutil -i -y py_salt

Minion Configuration

Now that salt is installed you can find it's configuration files in /etc/opt/csw/salt/.

You'll want to edit the minion config file to set the name of your salt master server:

- #master: salt
+ master: your-salt-server

If you would like to use pkgutil as the default package provider for your Solaris minions, you can do so using the
providers option in the minion config file.

You can now start the salt minion like so:

On Solaris 10:

’svcadm enable salt-minion

On Solaris 9:

’ /etc/init.d/salt-minion start

You should now be able to log onto the salt master and check to see if the salt-minion key is awaiting acceptance:

’salt—key -1 un

Accept the key:

’salt—key -a <your-salt-minion>

Run a simple test against the minion:

’ salt '<your-salt-minion>' test.ping

Troubleshooting

Logs are in /var/log/salt
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1.2.10 Ubuntu

Installation from the Official SaltStack Repository

Packages for Ubuntu 16 (Xenial), Ubuntu 14 (Trusty), and Ubuntu 12 (Precise) are available in the SaltStack repository.

Instructions are at https://repo.saltstack.com/#ubuntu.

Installation from the Community-Maintained Repository

Packages for Ubuntu are also published in the saltstack PPA. If you have the add-apt-repository utility, you
can add the repository and import the key in one step:

sudo add-apt-repository ppa:saltstack/salt

In addition to the main repository, there are secondary repositories for each individual major release. These reposi-
tories receive security and point releases but will not upgrade to any subsequent major release. There are currently
several available repos: salt16, salt17, salt2014-1, salt2014-7, salt2015-5. For example to follow 2015.5.x releases:

’sudo add-apt-repository ppa:saltstack/salt2015-5

add-apt-repository: command not found?

The add-apt-repository command is not always present on Ubuntu systems. This can be fixed by installing
python-software-properties:

’sudo apt-get install python-software-properties

The following may be required as well:

’sudo apt-get install software-properties-common

Note that since Ubuntu 12.10 (Raring Ringtail), add-apt-repository is found in the software-properties-common
package, and is part of the base install. Thus, add—apt-repository should be able to be used out-of-the-box to
add the PPA.

Alternately, manually add the repository and import the PPA key with these commands:

echo deb http://ppa.launchpad.net/saltstack/salt/ubuntu "1lsb_release -sc’ main | sudol
—tee /etc/apt/sources.list.d/saltstack.list

wget -q -0- "http://keyserver.ubuntu.com:11371/pks/lookup?op=get&
—search=0x4759FA960E27COA6" | sudo apt-key add -

After adding the repository, update the package management database:

sudo apt-get update

Install Packages

Install the Salt master, minion or other packages from the repository with the apt-get command. These examples
each install one of Salt components, but more than one package name may be given at a time:

. apt-get install salt-api
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. apt-get install salt-cloud
. apt-get install salt-master
. apt-get dinstall salt-minion
. apt-get install salt-ssh

. apt-get install salt-syndic

Post-installation tasks

Now go to the Configuring Salt page.

1.2.11 Windows
Salt has full support for running the Salt minion on Windows. You must connect Windows Salt minions to a Salt
master on a supported operating system to control your Salt Minions.

Many of the standard Salt modules have been ported to work on Windows and many of the Salt States currently
work on Windows as well.

Installation from the Official SaltStack Repository

Latest stable build from the selected branch:
The output of md5sum <salt minion exe> should match the contents of the corresponding md5 file.
Earlier builds from supported branches

Archived builds from unsupported branches

Note: The installation executable installs dependencies that the Salt minion requires.

The 64bit installer has been tested on Windows 7 64bit and Windows Server 2008R2 64bit. The 32bit installer has
been tested on Windows 2008 Server 32bit. Please file a bug report on our GitHub repo if issues for other platforms
are found.

The installer will detect previous installations of Salt and ask if you would like to remove them. Clicking OK will
remove the Salt binaries and related files but leave any existing config, cache, and PKI information.

The installer asks for two additional bits of information to configure the minion; the master hostname and the minion
name. The installer will update the minion config with these options.

The final page allows you to select which services to start.

The salt-minion service will appear in the Windows Service Manager and can be started and stopped there or
with the command line program sc like any other Windows service.

sc start salt-minion
net start salt-minion

If the minion won't start, try installing the Microsoft Visual C++ 2008 x64 SP1 redistributable. Allow all Windows
updates to run salt-minion smoothly.
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Installation Prerequisites

Most Salt functionality should work just fine right out of the box. A few Salt modules rely on PowerShell. The
minimum version of PowerShell required for Salt is version 3. If you intend to work with DSC then Powershell
version 5 is the minimum.

Silent Installer Options
The installer can be run silently by providing the /S option at the command line. The installer also accepts the
following options for configuring the Salt Minion silently:

« /master= A string value to set the IP address or host name of the master. Default value is “salt'

+ /minion-name= A string value to set the minion name. Default is "hostname'

« /start-minion= Either a 1 or 0. "1' will start the salt-minion service, *0' will not. Default is to start the service
after installation.

Note: /start-service has been deprecated but will continue to function as expected for the time being,.

Here are some examples of using the silent installer:

# Will install the minion and start the service

*—Setup-*.exe /S /master=yoursaltmaster /minion-name=yourminionname

# Will install the minion but will NOT start the salt-minion service

*-Setup-*.exe /S /master=yoursaltmaster /minion-name=yourminionname /start-minion=0

Running the Salt Minion on Windows as an Unprivileged User

Notes:
« These instructions were tested with Windows Server 2008 R2

« They are generalizable to any version of Windows that supports a salt-minion

Create the Unprivileged User that the Salt Minion will Run As

1. Click Start > Control Panel > User Accounts.

2. Click Add or remove user accounts.

. Click Create new account.

. Enter salt-user (or a name of your preference) in the New account name field.
. Select the Standard user radio button.

. Click the Create Account button.

. Click on the newly created user account.

(o T = S 2 B SN O

. Click the Create a password link.
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10.
11.
12.

. In the New password and Confirm new password fields, provide a password (e.g ' SuperSecretMin-

ionPassword4Me!").
In the Type a password hint field, provide appropriate text (e.g. **My Salt Password").
Click the Create password button.

Close the Change an Account window.

Add the New User to the Access Control List for the Salt Folder

. In a File Explorer window, browse to the path where Salt is installed (the default path is C:\Salt).
. Right-click on the Sa'lt folder and select Properties.

. Click on the Security tab.

. Click the Ed1t button.

. Click the Add button.

. Type the name of your designated Salt user and click the OK button.

Check the box to Allow the Mod1 fy permission.

. Click the OK button.

. Click the OK button to close the Salt Properties window.

Update the Windows Service User for the salt-minion Service

N g W

9.
10.

. Click Start > Administrative Tools > Services.

. In the Services list, right-click on salt-minion and select Properties.
. Click the Log On tab.

. Click the This account radio button.

. Provide the account credentials created in section A.

. Click the OK button.

. Click the OK button to the prompt confirming that the user has been granted the Log On As A

Service right.

. Click the OK button to the prompt confirming that The new logon name will not take effect

until you stop and restart the service.
Right-Click on salt-minion and select Stop.
Right-Click on salt-minion and select Start.

Building and Developing on Windows

This document will explain how to set up a development environment for Salt on Windows. The development
environment allows you to work with the source code to customize or fix bugs. It will also allow you to build your
own installation.

There are several scripts to automate creating a Windows installer as well as setting up an environment that facilitates
developing and troubleshooting Salt code. They are located in the pkg\windows directory in the Salt repo (here).

18
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Scripts:

Script Description

build_env.psl| A PowerShell script that sets up the build environment

build_pkg.bat| A batch file that builds a Windows installer based on the contents of the C: \Python27
directory

build.bat A batch file that fully automates the building of the Windows installer using the above two
scripts

Note: The build.bat and build_pkg.bat scripts both accept a single parameter to specify the version of Salt
that will be displayed in the Windows installer. If no version is passed, the version will be determined using git.

Prerequisite Software

The only prerequisite is Git for Windows.

Create a Build Environment
1. Working Directory

Create a Salt-Dev directory on the root of C:. This will be our working directory. Navigate to Salt-Dev and
clone the Salt repo from GitHub.

Open a command line and type:

cd \

md Salt-Dev

cd Salt-Dev

git clone https://github.com/saltstack/salt

Go into the salt directory and checkout the version of salt to work with (2016.3 or higher).

cd salt
git checkout 2016.3

2. Setup the Python Environment

Navigate to the pkg\windows directory and execute the build_env.ps1 PowerShell script.

cd pkg\windows
powershell -file build_env.psl

Note: You can also do this from Explorer by navigating to the pkg\windows directory, right clicking the
build_env.ps1 powershell script and selecting Run with PowerShell

This will download and install Python with all the dependencies needed to develop and build Salt.
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Note: If you get an error or the script fails to run you may need to change the execution policy. Open a powershell
window and type the following command:

Set-ExecutionPolicy RemoteSigned

3. Salt in Editable Mode

Editable mode allows you to more easily modify and test the source code. For more information see the Pip docu-
mentation.

Navigate to the root of the salt directory and install Salt in editable mode with pip

cd \Salt-Dev\salt
pip install -e .

Note: The . is important

Note: If pip is not recognized, you may need to restart your shell to get the updated path

4. Setup Salt Configuration

Salt requires a minion configuration file and a few other directories. The default config file is named minion located
inC:\salt\conf. The easiest way to set this up is to copy the contents of the salt\pkg\windows\buildenv
directory to C:\salt.

cd \
md salt
xcopy /s /e \Salt-Dev\salt\pkg\windows\buildenv\* \salt)\

Now go into the C:\salt\conf directory and edit the file name minion (no extension). You need to configure
the master and id parameters in this file. Edit the following lines:

master: <ip or name of your master>
id: <name of your minion>

Create a Windows Installer

To create a Windows installer, follow steps 1 and 2 from Create a Build Environment above. Then proceed to 3 below:

3. Install Salt

To create the installer for Window we install Salt using Python instead of pip. Navigate to the root sa'lt directory
and install Salt.

cd \Salt-Dev\salt
python setup.py install
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4. Create the Windows Installer

Navigate to the pkg\windows directory and run the build_pkg.bat with the build version (2016.3) script.

cd pkg\windows
build_pkg.bat 2016.3

Note: If no version is passed, the build_pkg.bat will guess the version number using git.

Creating a Windows Installer: Alternate Method (Easier)

Clone the Salt repo from GitHub into the directory of your choice. We're going to use Salt-Dev.

cd \

md Salt-Dev

cd Salt-Dev

git clone https://github.com/saltstack/salt

Go into the salt directory and checkout the version of Salt you want to build.

cd salt
git checkout 2016.3

Then navigate to pkg\windows and run the build.bat script with the version you're building.

cd pkg\windows
build.bat 2016.3

This will install everything needed to build a Windows installer for Salt. The binary will be in the
salt\pkg\windows\installer directory.

Testing the Salt minion

1. Create the directory C: \sa'lt (if it doesn't exist already)
2. Copy the example conf and var directories from pkg\windows\buildenv into C:\salt

3. Edit C:\salt\conf\minion

master: +ipaddress or hostname of your salt-master

4. Start the salt-minion

cd C:\Python27\Scripts
python salt-minion -1 debug

5. On the salt-master accept the new minion's key

sudo salt-key -A

This accepts all unaccepted keys. If you're concerned about security just accept the key for this
specific minion.

6. Test that your minion is responding

1.2. Platform-specific Installation Instructions 21



https://github.com/saltstack/salt/

Salt Documentation, Release 2016.11.0

On the salt-master run:

sudo salt 'x' test.ping

You should get the following response: {'your minion hostname': True}

Packages Management Under Windows 2003

Windows Server 2003 and Windows XP have both reached End of Support. Though Salt is not officially supported
on operating systems that are EoL, some functionality may continue to work.

On Windows Server 2003, you need to install optional component **WMI Windows Installer Provider" to get a full
list of installed packages. If you don't have this, salt-minion can't report some installed software.

1.2.12 SUSE

Installation from the Official SaltStack Repository

Packages for SUSE 12 SP1, SUSE 12, SUSE 11, openSUSE 13 and openSUSE Leap 42.1 are available in the SaltStack
Repository.

Instructions are at https://repo.saltstack.com/#suse.

Installation from the SUSE Repository

Since openSUSE 13.2, Salt 2014.1.11 is available in the primary repositories. With the release of SUSE manager 3 a
new repository setup has been created. The new repo will by systemsmanagement:saltstack, which is the source for
newer stable packages. For backward compatibility a linkpackage will be created to the old devel:language:python

repo. All development of suse packages will be done in systemsmanagement:saltstack:testing. This will ensure that
salt will be in mainline suse repo's, a stable release repo and a testing repo for further enhancements.

Installation

Salt can be installed using zypper and is available in the standard openSUSE/SLES repositories.

Stable Release

Salt is packaged separately for the minion and the master. It is necessary only to install the appropriate package for
the role the machine will play. Typically, there will be one master and multiple minions.

zypper install salt-master
zypper install salt-minion

Post-installation tasks openSUSE

Master

To have the Master start automatically at boot time:

systemctl enable salt-master.service
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To start the Master:

’systemctl start salt-master.service

Minion

To have the Minion start automatically at boot time:

’systemctl enable salt-minion.service

To start the Minion:

’systemctl start salt-minion.service

Post-installation tasks SLES

Master

To have the Master start automatically at boot time:

’chkconﬁ'g salt-master on

To start the Master:

’ rcsalt-master start

Minion

To have the Minion start automatically at boot time:

’chkconf‘ig salt-minion on

To start the Minion:

’ rcsalt-minion start

Unstable Release
openSUSE

For openSUSE Tumbleweed run the following as root:

zypper refresh

zypper install salt salt-minion salt-master

zypper addrepo http://download.opensuse.org/repositories/systemsmanagement:/saltstack/
—openSUSE_Tumbleweed/systemsmanagement:saltstack.repo

For openSUSE 42.1 Leap run the following as root:

zypper refresh

zypper install salt salt-minion salt-master

zypper addrepo http://download.opensuse.org/repositories/systemsmanagement:/saltstack/
—openSUSE_Leap_42.1/systemsmanagement:saltstack.repo

For openSUSE 13.2 run the following as root:
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zypper addrepo http://download.opensuse.org/repositories/systemsmanagement:/saltstack/
—openSUSE_13.2/systemsmanagement:saltstack.repo

zypper refresh

zypper install salt salt-minion salt-master

SUSE Linux Enterprise

For SLE 12 run the following as root:

zypper addrepo http://download.opensuse.org/repositories/systemsmanagement:/saltstack/
—SLE_12/systemsmanagement:saltstack.repo

zypper refresh

zypper install salt salt-minion salt-master

For SLE 11 SP4 run the following as root:

zypper addrepo http://download.opensuse.org/repositories/systemsmanagement:/saltstack/
—SLE_11_SP4/systemsmanagement:saltstack.repo

zypper refresh

zypper install salt salt-minion salt-master

Now go to the Configuring Salt page.

1.3 Initial Configuration

1.3.1 Configuring Salt

Salt configuration is very simple. The default configuration for the master will work for most installations and the
only requirement for setting up a minion is to set the location of the master in the minion configuration file.

The configuration files will be installed to /etc/salt and are named after the respective components,
/etc/salt/master,and /etc/salt/minion.

Master Configuration

By default the Salt master listens on ports 4505 and 4506 on all interfaces (0.0.0.0). To bind Salt to a specific IP,
redefine the “interface" directive in the master configuration file, typically /etc/salt/master, as follows:

- #interface: 0.0.0.0
+ 1dinterface: 10.0.0.1

After updating the configuration file, restart the Salt master. See the master configuration reference for more details
about other configurable options.

Minion Configuration

Although there are many Salt Minion configuration options, configuring a Salt Minion is very simple. By default
a Salt Minion will try to connect to the DNS name " salt"; if the Minion is able to resolve that name correctly, no
configuration is needed.
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If the DNS name " “salt" does not resolve to point to the correct location of the Master, redefine the * “master" directive
in the minion configuration file, typically /etc/salt/minion, as follows:

- #master: salt
+ master: 10.0.0.1

After updating the configuration file, restart the Salt minion. See the minion configuration reference for more details
about other configurable options.

Running Salt

1. Start the master in the foreground (to daemonize the process, pass the -d flag):

’salt—master

2. Start the minion in the foreground (to daemonize the process, pass the -d flag):

’ salt-minion

Having trouble?

The simplest way to troubleshoot Salt is to run the master and minion in the foreground with log level set to
debug:

salt-master --log-level=debug

For information on salt's logging system please see the logging document.

Run as an unprivileged (non-root) user
To run Salt as another user, set the user parameter in the master config file.

Additionally, ownership, and permissions need to be set such that the desired user can read from and write to the
following directories (and their subdirectories, where applicable):

« /etc/salt

« /var/cache/salt
« /var/log/salt

« /var/run/salt

More information about running salt as a non-privileged user can be found here.

There is also a full troubleshooting guide available.

Key Identity

Salt provides commands to validate the identity of your Salt master and Salt minions before the initial key exchange.
Validating key identity helps avoid inadvertently connecting to the wrong Salt master, and helps prevent a potential
MiTM attack when establishing the initial connection.
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Master Key Fingerprint

Print the master key fingerprint by running the following command on the Salt master:

salt-key -F master

Copy the master . pub fingerprint from the Local Keys section, and then set this value as the master_finger
in the minion configuration file. Save the configuration file and then restart the Salt minion.

Minion Key Fingerprint

Run the following command on each Salt minion to view the minion key fingerprint:

salt-call --local key.finger

Compare this value to the value that is displayed when you run the salt-key --finger <MINION_ID>
command on the Salt master.

Key Management

Salt uses AES encryption for all communication between the Master and the Minion. This ensures that the commands
sent to the Minions cannot be tampered with, and that communication between Master and Minion is authenticated
through trusted, accepted keys.

Before commands can be sent to a Minion, its key must be accepted on the Master. Run the salt-key command
to list the keys known to the Salt Master:

[root@master ~]# salt-key -L
Unaccepted Keys:

alpha

bravo

charlie

delta

Accepted Keys:

This example shows that the Salt Master is aware of four Minions, but none of the keys has been accepted. To accept
the keys and allow the Minions to be controlled by the Master, again use the salt-key command:

[root@master ~]# salt-key -A
[root@master ~]# salt-key -L
Unaccepted Keys:

Accepted Keys:

alpha

bravo

charlie

delta

The sa'lt-key command allows for signing keys individually or in bulk. The example above, using —A bulk-accepts
all pending keys. To accept keys individually use the lowercase of the same option, —a keyname.

See also:

salt-key manpage
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Sending Commands

Communication between the Master and a Minion may be verified by running the test.ping command:

[root@master ~]# salt alpha test.ping
alpha:
True

Communication between the Master and all Minions may be tested in a similar way:

[root@master ~]# salt '#' test.ping
alpha:
True
bravo:
True
charlie:
True
delta:
True

Each of the Minions should send a True response as shown above.

What's Next?

Understanding targeting is important. From there, depending on the way you wish to use Salt, you should also
proceed to learn about Remote Execution and Configuration Management.

1.4 Additional Installation Guides

1.4.1 Salt Bootstrap

The Salt Bootstrap script allows for a user to install the Salt Minion or Master on a variety of system distributions
and versions. This shell script known as bootstrap-salt.sh runs through a series of checks to determine
the operating system type and version. It then installs the Salt binaries using the appropriate methods. The Salt
Bootstrap script installs the minimum number of packages required to run Salt. This means that in the event you
run the bootstrap to install via package, Git will not be installed. Installing the minimum number of packages helps
ensure the script stays as lightweight as possible, assuming the user will install any other required packages after
the Salt binaries are present on the system. The script source is available on GitHub: https://github.com/saltstack/
salt-bootstrap

Supported Operating Systems

Note: In the event you do not see your distribution or version available please review the develop branch on GitHub
as it main contain updates that are not present in the stable release: https://github.com/saltstack/salt-bootstrap/tree/
develop

Debian and derivatives

« Debian GNU/Linux 7/8
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« Linux Mint Debian Edition 1 (based on Debian 8)
« Kali Linux 1.0 (based on Debian 7)

Red Hat family

« Amazon Linux 2012.09/2013.03/2013.09/2014.03/2014.09
« CentOS 5/6/7

« Fedora 17/18/20/21/22

« Oracle Linux 5/6/7

Red Hat Enterprise Linux 5/6/7

Scientific Linux 5/6/7

SUSE family

« openSUSE 12/13

« openSUSE Leap 42

« openSUSE Tumbleweed 2015

» SUSE Linux Enterprise Server 11 SP1/11 SP2/11 SP3/12

Ubuntu and derivatives

Elementary OS 0.2 (based on Ubuntu 12.04)
Linaro 12.04

« Linux Mint 13/14/16/17
+ Trisquel GNU/Linux 6 (based on Ubuntu 12.04)

« Ubuntu 10.x/11.x/12.x/13.x/14.x/15.%/16.X

Other Linux distro

« Arch Linux

« Gentoo

UNIX systems

BSD:
« OpenBSD (pip installation)
« FreeBSD 9/10/11

SunOS:
« SmartOS
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Example Usage

If you're looking for the one-liner to install Salt, please scroll to the bottom and use the instructions for Installing via
an Insecure One-Liner

Note: In every two-step example, you would be well-served to examine the downloaded file and examine it to
ensure that it does what you expect.

The Salt Bootstrap script has a wide variety of options that can be passed as well as several ways of obtaining the
bootstrap script itself.

Note: These examples below show how to bootstrap Salt directly from GitHub or other Git repository. Run the
script without any parameters to get latest stable Salt packages for your system from SaltStack corporate repository.
See first example in the Install using wget section.

Install using curl

Using curl to install latest development version from GitHub:

curl -o bootstrap-salt.sh -L https://bootstrap.saltstack.com
sudo sh bootstrap-salt.sh git develop

If you want to install a specific release version (based on the Git tags):

curl -o bootstrap-salt.sh -L https://bootstrap.saltstack.com
sudo sh bootstrap-salt.sh git v2015.8.8

To install a specific branch from a Git fork:

curl -o bootstrap-salt.sh -L https://bootstrap.saltstack.com
sudo sh bootstrap-salt.sh -g https://github.com/myuser/salt.git git mybranch

If all you want is to install a salt-master using latest Git:

curl -o bootstrap-salt.sh -L https://bootstrap.